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How do we learn?

https://www.youtube.com/watch?v=Z-eU5xZW7cU

https://www.youtube.com/watch?v=Z-eU5xZW7cU
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How do we learn?

https://youtu.be/n0Cpqzqzroo?si=GOsWdL5s3NKA5pdf&t=43

How old are you?

I’m 52.

Oh, you are old!  
Old as a dinosaur!

Hey, don’t say  
such things! It’s rude!

https://www.youtube.com/watch?v=Z-eU5xZW7cU

https://youtu.be/n0Cpqzqzroo?si=GOsWdL5s3NKA5pdf&t=43
https://www.youtube.com/watch?v=Z-eU5xZW7cU
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How do language models learn?
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What comes to your mind?



6

Schedule
preliminary

session date topic

1 October 18th intro & recap of LLMs

2 October 25th LLMs & intro to RL

November 1st holiday

3 November 8th RL: part 2

4 November 15th RL: part 3

5 November 22nd LLMs & RL studies

7 November 29th Behavioral effects of RL

8 December 6th Opening up the LLMs

9 December 13th (online) Experiments in RL environments

10 December 20th (online) TBD
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Schedule
preliminary

session date topic

11 January 10th Social implications

12 January 17th Limitations of RL for LM training

13 January 24th Discussion & outlook

14 January 31st final session

February 7th no class
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Formalia

‣ 3CP + 6CP: participation in assignments

‣ 3CP + 6CP: small final assignment

‣ 6CP: hands-on project

‣ Please be ready to use Python for hands-on parts of the course!

Possible project ideas:

‣ replicate
• replicate benchmark tests or analyses of LMs on fine-tuned models

‣ create
• create novel test suites

‣ build
• try to fine-tune or train models with RL



Overview



Language model
high-level definition

‣ let  be a (finite) vocabulary, a set of words
• we say “words” but these can be characters, sub-words, units …

‣ let  be a finite sequence of words
‣ let  be a the set of all (finite) sequences of words
‣ let  be a set of input conditions

• e.g., prompt, text in a different language … 

‣ a language model  is function that assigns to each input  
a probability distribution over :

• an LM is meant to capture the true relative frequency of occurrence, 
i.e.,  should approximate the distribution of sequences in training 
data

• a neural language model is an LM realized as a neural network

𝒱

w1:n = ⟨w1, …, wn⟩
S
X

LM X
S

LM : X ↦ Δ(S)

Δ(S)

LLM
AI  BE  LIKE

txt txt
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Core LLM Prepped LLM

‣ trained on language modeling objective
• predict the next word

‣ trained on usefulness objective
• produce text that satisfies user goals

“Here is a fragment of text … 
According to your knowledge of 
the statistics of human 
language, what words are likely 
to come next?

Shanahan (2022)

“Here is a fragment of text … 
According to your reward-based 
conditioning, what words are 
likely to trigger positive 
feedback?”
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Reinforcement Learning from Human Feedback
Overview

Sutton & Barto (2018), Ouyang et al (2022)

‣ use human judgments as a signal on what model prediction counts as a good output
• human feedback

‣ based on this feedback, adapt the model’s behavior
• reinforcement learning = computational formalization of goal-directed learning and decision making 

LLM
AI  BE  LIKE

I want the chatbot
to be helpful

some 
conversation 

history

Agent
Environment

GoalAction a
State s

How to make 
an omelet:
1) buy a stove
2) buy eggs
3) pay electricity bill

Not helpful!
1/10

a  the  once  how
Policy π

Reward 
for action 

in state 

R
a

s
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RLHF in practice
InstructGPT & ChatGPT

OpenAI (2022), Ouyang et al. (2022)

Figure of ChatGPT training pipeline

https://images.openai.com/blob/cf717bdb-0c8c-428a-b82b-3c3add87a600/ChatGPT_Diagram.svg?width=10&height=10&quality=50
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InstructGPT (& ChatGPT) LLaMA2-Chat
OpenAI Meta

pretraining of GPT-3 on 300B tokens
175B (policy) + 6B (reward model)
GPT-3 (full version and 6B version)

• context window of 2k tokens
• additional SFT model for regularisation, LR, 

batch size, model size adjustments

based on pretrained GPT-3,  RLHF 
pipeline: 

• step 1 for 2 epochs, SFT model for 16 epochs
• step 2 for 1 epoch
• step 3 for 256k episodes

pretraining on 2T tokens 
7, 13 or 70B (policy) + reward model
transformer

• context window of 4k tokens
• two reward models

based on pretrained model, 
comparison of pipelines:

• rejection sampling
• PPO
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Effects of RLHF
Shoggoth

source here

https://twitter.com/anthrupad/status/1622349563922362368
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Prettifying LLMs

OpenAI (2023)

Behavioral effects
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Opening up LLMs

LM pretraining supervised fine-tuning RLHF

‣ learn language
‣ match distribution of the 

entire training data

‣ refine certain aspects of 
language 

‣ match distribution of 
particular task examples

‣ learn to exploit responses 
which are likeable

‣ map distribution onto 
modes preferring high-
reward responses

Representational effects
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Limitations of RL
Critical aspects

image source

‣ available RL techniques are difficult to handle
‣ current RL fine-tuning may lead do undesirable effects
‣ RL aims at optimizing LMs towards optimal performance w.r.t. a certain goal
‣ rewarding outcomes does not specify how certain goals should (not) be achieved

https://upload.wikimedia.org/wikipedia/en/4/46/Waluigi.png


LLM

txt txt

AI  BE  LIKE

SOCIETY INDUSTRY

ENGINEERING

HUMANITIES SCIENCE

EDUCATION





Large Language Models
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Core Large Language Models

‣ assumption: “you shall know a word by the company it keeps” (Firth, 1957)

‣ idea: use large amounts of text in order to learn which words occur together

‣ solution: trained on language modeling objective
• predict the next word

Shanahan (2022)

“Here is a fragment of text … 
According to your knowledge of 
the statistics of human 
language, what words are likely 
to come next?



Language model
high-level definition

‣ let  be a (finite) vocabulary, a set of words
• we say “words” but these can be characters, sub-words, units …

‣ let  be a finite sequence of words
‣ let  be a the set of all (finite) sequences of words
‣ let  be a set of input conditions

• e.g., prompt, text in a different language … 

‣ a language model  is function that assigns to each input  
a probability distribution over :

• an LM is meant to capture the true relative frequency of occurrence, 
i.e.,  should approximate the distribution of sequences in training 
data

• a neural language model is an LM realized as a neural network

𝒱

w1:n = ⟨w1, …, wn⟩
S
X

LM X
S

LM : X ↦ Δ(S)

Δ(S)

LLM
AI  BE  LIKE

txt txt



Language model
high-level definition

‣ let  be a finite sequence of words
‣ let  be a the set of all (finite) sequences of words
‣ a language model  is function that assigns to each input  

a probability distribution over :

• an LM is meant to capture the true relative frequency of occurrence, 
i.e.,  should approximate the distribution of sequences in training 
data

• a neural language model is an LM realized as a neural network

‣ the sequence probability of  can be factorized: 
 

w1:n = ⟨w1, …, wn⟩
S

LM X
S

LM : X ↦ Δ(S)

Δ(S)

w1:n ∈ S
P(w1:n) = P(w1) P(w2 ∣ w1) P(w3 ∣ w1, w2) … P(wn ∣ w1:n−1)

=
n

∏
i=1

P(wi ∣ w1:i−1)

LLM
AI  BE  LIKE

txt txt



left-to-right / causal model

‣ a causal language model is defined as a function that 
maps an initial sequence of words to a probability 
distribution over words:  
• we write  for the next-word probability
• the surprisal of  after sequence  is 

‣ measures of goodness of fit for observed sequence 
:

• perplexity:

• average surprisal:

LM : w1:n ↦ Δ(𝒱)
PLM(wn+1 ∣ w1:n)

wn+1 w1:n
−log (PLM(wn+1 ∣ w1:n))

w1:n

PPLM(w1:n) = PLM(w1:n)− 1
n

Avg-SurprisalLM(w1:n) = − 1
n log PLM(w1:n) log PPM(w1:n) =

Avg-SurprisalM(w1:n)

Language model
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Language models
Architecture

Hi , my name is

Hi, my name is Polina.

tokens

training input

, my name is Polina

−log y, −log ymy −log yname −log yis  −log yPolinaLoss
… =

1
T

T

∑
t=1

LCE
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Language models
Architecture

Hi , my name is

Hi, my name is Polina.

tokens

training input

, my name is Polina

−log y, −log ymy −log yname −log yis  −log yPolinaLoss

words, characters, bytes…
<EOS>, <SOS>, <UNK, <PAD>

lecture notes including info on EOS

https://rycolab.io/classes/esslli-23/
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Language models
Architecture

Hi , my name is

Hi, my name is Polina.

tokens

training input

, my name is Polina

−log y, −log ymy −log yname −log yis  −log yPolinaLoss

E ∈ ℝ|V| × h

35 4 874 9032 42token IDs

e ∈ ℝh
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Language models
Architecture

Hi , my name is

Hi, my name is Polina.

tokens

training input

, my name is Polina

−log y, −log ymy −log yname −log yis  −log yPolinaLoss



Transformer blocks

‣ layer normalization:

‣ residual connection
• facilitates learning

‣ self-attention layer
• key novel innovation

LayerNorm(x) = γ z-score(x) + β

z-score(x) =
x − mean(x)

SD(x)

Vaswani et al. (2017)



Self-attention layer

‣ output

‣ weight score

‣ three vectors for each input vector 
1. query: which info to extract from context

2. key: which info to provide for later

3. value: what output to choose

yi = ∑
j≤i

αijvj

αi,j =
exp(qi ⋅ kj)

∑j′ ≤i exp(qi ⋅ kj′ )

xi

qi = WQxi

ki = WKxi

vi = WVxi

Vaswani et al. (2017)


