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Automatic generation of evaluations
Discovering new LLM behaviors

Perez et al. (2022)

‣ manual or automatic construction of evaluation materials for LLMs can be costly and 
ineffective

‣ LLMs can be used to (semi-)automatically generate evaluation datasets

‣ human evaluation revealed high relevance and diversity in resulting materials (154 
datasets)

‣ example insights about scaling and effect of RL:
• increasing sycophancy of larger models
• increased agreement with concerning goals with more RL / larger models
• stronger agreement with political views of RLHF-tuned models compared to pretrained models
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Evaluating LMs

BIGBench authors (2023) , Wilcox et al. (2021), …

‣ common NLP evaluation is based on benchmarks
• SuperGLUE, SQuAD, WinoGrande, MMLU, BIGBench, GSM8K…

‣ engineering oriented evaluation is often accuracy / metric maximisation oriented 
• LLMs’ zero/ few-shot outputs compared to benchmark ground truth

‣ cognitive science inspired evaluations test more fine-grained aspects of LLM performance 
(in comparison to human performance)
• LLMs’ (negative) log probabilities as measure for linguistic generalisation performance
• testing of inductive biases and learning 

Behavioral / I/O evaluations
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Embedding evaluation
Doctor - man + woman = ?

Bolukbasi et al. (2016), Mikolov et al. (2013), image src

‣ pretrained word embeddings have been used to investigate semantic representations
• vector arithmetic

•

‣ current models are decoder-only and use sub-word embeddings 
• semantic tasks often solved few-shot 

cos(w1, w2) =
w1 ⋅ w2

∥w1∥ ∥w2∥

https://www.researchgate.net/profile/Peter-Sutor/publication/332679657/figure/fig1/AS:809485488640000@1570007788866/The-classical-king-woman-man-queen-example-of-neural-word-embeddings-in-2D-It_W640.jpg
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Transformer evaluation
Probing / diagnostic classification

‣ main idea
• using transfer-learning w/o fine-tuning to find 

out which information is contained in different 
hidden representations

‣ input:
• contextual word / span embedding 
• given by LLM

‣ classifier:
• feedforward neural network

Tenney, Xia et al. (2019)
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Scalar mixing weights
which layers to combine information from

‣ consider  layers of stacked embeddings 
, input  , vector 
 of word embeddings at layer 

‣ train scalar mixing weights  
together with MLP classifiers for each layer 
to solve tasks (e.g., POS tagging) based on 
token representations:
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Amnesic probing in neural networks

‣ systematically intervene with the normal 
feedforward prediction of a trained model

‣ check what happens to relevant task 
performance

‣ interventions can take place at different 
locations:
• input space (Goyal et al., 2019)
• embedding layers (Elazar et al. 2021)

Elazar et al., (2021)

Inferring functional roles of representations

http://proceedings.mlr.press/v97/goyal19a.html
https://arxiv.org/pdf/2006.00995.pdf
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‣ sketch of amnestic operation:
• train a sequence of linear classifiers 

(SVMs) for task 
• iteratively remove information useable by 

classifier for the task
• terminate when predictive accuracy is at 

chance level

‣ include controls (similar amount of 
deletion but in more arbitrary 
direction)
• information
• selectivity

T

Elazar et al., (2021), Rafvogel et al., (2020)

Amnesic probing in neural networks
Inferring functional roles of representations

https://arxiv.org/pdf/2006.00995.pdf
https://aclanthology.org/2020.acl-main.647/
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‣ what information in represented at 

different stages of processing?
‣ what information contributes to 

predicting the right answer?
‣ what (architectural) mechanisms 

extract important information?
‣ what (architectural) mechanisms are 

necessary for solving different tasks?
‣ how do we investigate systems 

involving RL fine-tuning?
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Presentations

During the presentations, think about the following questions:
‣ Merullo et al: What kinds of tasks can we study with this methodology?
‣ Song et al: What aspects could matter for evaluating reward models?

Your job


