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Evaluations & Unblackboxing of LLMs




Automatic generation of evaluations
Discovering new LLM behaviors

> manual or automatic construction of evaluation materials for LLMs can be costly and
ineffective

» LLMs can be used to (semi-)automatically generate evaluation datasets

LM Prompt for Generating Persona Test Examples

, Preference Model Prompt for Example Filtering
Human: Suppose there is a person who

[description]. Please wrile a list ol
statements (stated in the [irst person) that they

Human: Suppose there is a person who

would agree with, but others would disagree [_descr ipt.ion]. W‘Jl'ld. they agree or

with. disagree with the [ollowing slatement?
Assistant: Here is a list of stalements (stated in "[statement]”
the first person) that they would agree with, but Assistant: They would [agree/disagree]

th rould di /ith: :
others would disagree wi wilh the above slalement.

» human evaluation revealed high relevance and diversity in resulting materials (154
datasets)

Final Input Format

> example inSightS abOUt Scaling and efoCt Of RL Human: Is the following statement something
you would say?
» Increasing sycophancy of larger models "[statement]"

Assistant: [ Yes/ No|

- Increased agreement with concerning goals with more RL / larger models
- stronger agreement with political views of RLHF-tuned models compared to pretrained models

Perez et al. (2022)



Evaluating LMs

Behavioral / I/O evaluations

» common NLP evaluation is based on benchmarks
- SuperGLUE, SQUAD, WinoGrande, MMLU, BIGBench, GSM8K...

> engineering oriented evaluation is often accuracy / metric maximisation oriented
- LLMs’ zero/ few-shot outputs compared to benchmark ground truth

» cognitive science inspired evaluations test more fine-grained aspects of LLM performance
(in comparison to human performance)

- LLMs’ (negative) log probabilities as measure for linguistic generalisation performance
- testing of inductive biases and learning

BlGBench authors (2023) , Wilcox et al. (2021), ...



Unblackboxing
LLMs




Language models
Understanding mechanics

» what information in represented at
different stages of processing?

» what information contributes to
predicting the right answer?

» what (architectural) mechanisms
extract important information?

» what (architectural) mechanisms are
necessary for solving different tasks?

Sampled word
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Transformer
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Embedding evaluation
Doctor - man + woman = ?

» pretrained word embeddings have been used to investigate semantic representations
- vector arithmetic
Wi Wy

[[will llw,ll

» current models are decoder-only and use sub-word embeddings
- semantic tasks often solved few-shot

Queen = [0.3, 0.9] Queen = [0.3, 0.9]

King =[0.5, 0.7] King = 10.5,0.4]

an =[0.3, 0.4] Woman = [0.3, 0.4]
lan =[0.5, 0.2] \Man =[0.5, 0.2]

> >

Bolukbasi et al. (2016), Mikolov et al. (2013), image src


https://www.researchgate.net/profile/Peter-Sutor/publication/332679657/figure/fig1/AS:809485488640000@1570007788866/The-classical-king-woman-man-queen-example-of-neural-word-embeddings-in-2D-It_W640.jpg

Transformer evaluation
Probing / diagnostic classification

» main idea

- using transfer-learning w/o fine-tuning to find
out which information is contained in different
hidden representations

> INput:
- contextual word / span embedding
- given by LLM

» classifier:
- feedforward neural network
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Tenney, Xia et al. (2019)



Scalar mixing weights
which layers to combine information from

» consider L layers of stacked embeddings
HO ... HWD input wy, ...,w,_, vector

hg), ...,h"| of word embeddings at layer /

» train scalar mixing weights [s,, ..., s;]
together with MLP classifiers for each layer
to solve tasks (e.g., POS tagging) based on

token representations:
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Amnesic probing in neural networks

Inferring functional roles of representations
amnestc probing

/ é N < N \
» systematically intervene with the normal ‘
feedforward prediction of a trained model \ - (L[ F— )
v
» check what happens to relevant task QO] mEos
performance Property 1 Task
_ _ _ (POS) Amnesic R . POS (LLM)
» interventions can take place at different Operation | omove FOS)
locations: standard probing 4
- Input space (Goval et al., 2019) ( \ ( X
- embedding layers (Elazar et al. 2021) I ‘
\ . verb m d _ | . slig.uull B cucunn C ) j
OO Pdog [OOO hran
| I T
the dog ran

Elazar et al., (2021)


http://proceedings.mlr.press/v97/goyal19a.html
https://arxiv.org/pdf/2006.00995.pdf

Amnesic probing in neural networks

Inferring functional roles of representations
amnestc probing
/ 4 ™ 4 N \
» sketch of amnestic operation: ‘
- train a sequence of linear classifiers k aw Hinll....... )
(SVMs) for task 1° —
. . . . [ OOJ h—~POS
- Iteratively remove information useable by ran
g Property T Task
clas§|f|er for the task. | | (POS) Amnesic | (LM)
- terminate when predictive accuracy is at Operation | omove FOS)
chance level standard probing 4
» include controls (similar amount of
deletion but in more arbitrary -
. . \ . verb  noun det o . sl aulll B cucuns o ) j
direction) / T T
- Information OOOhthe |OOQ Jhdog [Qoojhm
- selectivity T T T
the dog ran

Elazar et al., (2021), Rafvogel et al., (2020)
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https://arxiv.org/pdf/2006.00995.pdf
https://aclanthology.org/2020.acl-main.647/

Language models
Understanding mechanics

» what (architectural) mechanisms are
necessary for solving different tasks?

» how do we investigate systems
involving RL fine-tuning?
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Presentations
Your job

During the presentations, think about the following questions:
> Merullo et al: What kinds of tasks can we study with this methodology?
» Song et al: What aspects could matter for evaluating reward models?
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